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Abstract

The research interest in sensor nets is still growing because
they simplify data acquisition in many applications. If hard-
ware resources are very sparse, routing algorithms cannot
use data gathering. However, if a large number of channels
can be used, then parallel transmission can compensate this
drawback. If the senders and receivers are not known in ad-
vance, then a control channel poses a bottleneck for commu-
nication. We present an oblivious MAC protocol, called the
Funnel protocol, where the channels are nearly optimally
utilized in parallel. In this, senders and receivers choose
for a polylogarithmic number of rounds (several sending at-
tempts) a decreasing number of channels which are selected
equiprobably.
Then, we show that a previously presented approach using
only one round and therefore one type of probability distri-
bution is optimal up to some constant factor, and consider-
ably worse than the Funnel protocol. The protocol works
with few resources if an sufficient number of channels is
available. The Funnel protocol is simple, elegant, and does
not need to know the number of senders and receivers, thus
being oblivious.
On the bottom line we prove that small messages can be ef-
ficiently transmitted by the MAC layer in parallel without a
control channel if more than one channel for communica-
tion can be used.

1 Introduction

Sensor nets have many undisputed fields of applications.
Nodes collect sensory attributes and send these to a central
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station [26]. Their hardware consists of a central process-
ing unit (CPU), storage (RAM and FLASH), sensor, radio
transceiver, and an autarkic energy source. These resources
are very limited because the nodes have to be small and in-
expensive [30, 13]. Accordingly, algorithms need to be time
and memory efficient. So special algorithms for sensor net-
works have to be developed.
In wireless sensor nets the range for sending and receiving
is very limited because nodes run on batteries. In order to
establish the communication between every node and the
central base, multi-hop connections are built. For this rea-
son, the tasks of nodes are not restricted to collecting data.
Message forwarding is also obligatory. Rather nodes should
forward messages by a flexible choice of neighbors because
of network dynamics and occurrence of radio interference
in communication.
A paradigm in routing protocols is to use one of the sup-
ported frequencies of the radio transceiver. However, the
state-of-the-art radio transceivers support more than one
frequency. Medium access protocols should take advantage
of these plurality to increase the message throughput by par-
allel transmissions. For example, the Chipcon CC1000 sup-
ports at most 13 frequencies of 64 kHz if the safety section
is as large as the interval for a channel [15]. Additionally,
if messages are very short, which implies short transmis-
sion times, even more frequencies can be simulated by us-
ing TDMA (time division multiple access). With TDMA,
nodes inactively wait until the correct time slot for the send-
ing or receiving attempt. Since, nodes typically consume
most energy for sending and receiving actions [18], the en-
ergy consumption for inactive rounds is only little and can
be neglected.
The task of channel selection and utilization of the com-
munication medium is the classical problem of the Medium
Access Layer which is positioned in the Data Link Layer
in the OSI Model (see IEEE P802.3ae). Using an uni-



form probability distribution for selecting the communica-
tion channel (for sending or receiving actions) performs best
if the number of senders is equivalently to the number of
channels [25]. Unfortunately, the number of senders and
receivers for each sending attempt depends on many factors
(number of nodes in sending range, probability for a mes-
sage, probability of failure in previous attempts . . . ). Re-
sulting, it cannot be estimated very well.

1.1 The Problem

The Funnel Protocol is a MAC-protocol for a vast number
of nodes which can be classified as senders and receivers.
Any receiver is eligible for transporting any sender’s mes-
sage. We assume for the theoretical analysis that all nodes
are within the same sending and receiving range and the
communication is symmetric. Furthermore, all nodes have
access to the same number of channels which can be im-
plemented by different frequencies (FDMA — Frequency
Division Multiple Access), different encodings (CDMA —
Code Division Multiple Access), or even time slots (TDMA
— Time Division Multiple Access). With these techniques
the number of channels will be larger than the number of
senders and of receivers. We assume that adequate multiple
access protocols are in place and work on all nodes which
implies the existence of a synchronization mechanism.
This paper discusses how to use the uniform distribution in
the MAC layer in order to maximize the number of suc-
cessful delivered messages within several parallel sending
attempts, i.e. multiple rounds. A theoretic analysis of the
node communication in such a multiple round scheme is
presented. Because of the Funnel protocol’s randomized
nature and its simplicity we also expect positive results in a
more realistic scenario with restricted transmission lengths
as well as with hidden and exposed terminal problems. We
leave this question open for further research. Recent exper-
iments show that this assumption does not impair the prac-
ticality of this protocol.
All sender nodes randomly selects a channel from a large
set of C channels and each sender sends a message. At the
same time each of the receivers randomly selects a channel.
Now, we have two models for a successful transmission:

one-to-many
A message transmission is successful if and only if one
sender and at least one receiver have chosen the same
channel. Then, every receiver takes and acknowledges
the message. Resultant from the received acknowl-
edgement the sender drops out of the set of senders.
The receivers become senders until they have success-
fully forward the message. Since more than one re-
ceiver may forward one message, duplicates may oc-
cur.

one-to-one
Only if one sender and exactly one receiver have cho-
sen the same channel, a message is transmitted. An ac-
knowledgments on the same channel ensures that the
nodes change their roles, i.e. the sender becomes a
receiver if it has no further message and the receiver
becomes a sender in the later rounds since it has to for-
ward the message.

Although both approaches seem to give up too early in the
well investigated case of classical medium access to a single
channel, we see that even under these restricted communi-
cation models fast and reliable parallel transmission can be
achieved.
We emphasize the fact that the initial number of senders n
and the number of receivers m are not known. The only
assumption we rely upon is n, m ≤ C. The optimization
objective of the routing protocol is to minimize the number
of rounds which are required to successfully forward (with
a high probability) all messages. This minimization results
from the idea of reducing consumed energy. So, the Funnel
protocol is described by the choice of the probability dis-
tributions used from senders and receivers in each round.
The quality of the distribution selection is measured by the
expected value of the number of transmitted messages. In
this paper we present a simple and oblivious method which
works for nearly any resource restrictions.

The structure of this paper is as following: At first, re-
lated work is presented. Afterwards the explicit model is
described. Section 4 presents and analyzes the Funnel pro-
tocol, the main result of this paper. Also the open question
of [25] is solved here: whether the s-factorized geomet-
ric probability distribution is optimal for the single round
model. In the last section a conclusion is given.

2 Related Work

The presented related work focuses on routing and MAC
protocols because both are responsible for a good message
throughput. Since nodes have only sparse resources, spe-
cial routing algorithms were developed for sensor networks.
At the first look sensor networks and mobile ad-hoc net-
works have many similarities. However, since restrictions
in developing algorithms for mobile ad-hoc networks do
not suffice the few resources of sensor nodes, established
approaches (proactive and reactive) are rarely realized in
sensor networks. Anyhow, as a reactive method for sensor
networks we mention the Pulse Protocol [1, 2].
There exists protocols using data gathering, for example
[10], the LEACH Protocol [12], and the Data Collection
Protocol (DCP) [11]. The method of data gathering has
certainly many advantages but it cannot be used with ev-
ery node specification (if the nodes have only little RAM,



e.g. 256 Byte). In our work we assume that nodes possess
too less storage for data aggregation in order to make no re-
source restrictions. Since the developed Funnel protocol is
independent from data aggregation, it’s method can also be
integrated in protocols with data gathering.
Further differences in routing protocols exist in different
communication directions. Most protocols consider com-
munication from sensor nodes with a central station. Ac-
cording to their primary task (deliver sensor information to
the central station) we also assume this many-to-one rout-
ing. Furthermore, protocols for communication between
several sensor nodes were developed, e.g. the Direct Dif-
fusion Mechanism [12, 14].
An important aspect in many-to-one routing protocols is
fairness. If many sensor nodes want to communicate with
one central station, all nodes should have the same through-
put and latency in message delivering. In [5] the routing
fairness is achieved by an end-to-end congestion protocol:
Root nodes inform their children from which nodes they
have already transmitted too many packages. So the chil-
dren can temporarily reduce the transmission rates of those
nodes.
An additional precondition for our work is that nodes are
clock-synchronized. Synchronization minimizes energy
consumptions by preventing effectless sending or listening
on a channel. Synchronization methods for traditional dis-
tributed systems cannot be utilized in sensor networks. On
the one hand the resources are too restricted, on the other
hand the synchronization precision does not suffice. Ac-
cordingly, special synchronization methods have been de-
veloped for sensor networks: If nodes communicate wire-
less, the messages are broadcasted. Accordingly, the Ref-
erence Broadcast Synchronization can be used for clock
time adjustment [6]. An improvement of this protocol is
the Timing-Sync Protocol for Sensor Networks [7]. For ex-
ample, it achieves a higher precision. In sensor networks
with sporadic communication the Improved Interval-Based
Clock-Synchronization can be used [3]. This method is
worst-case-optimal by taking advantage of the typical drift
diversity of the nodes’ clocks.
The synchronization makes a coordinated awake possible.
Several MAC protocols have already been developed with
this feature. An energy-efficient protocol is the time-slotted
PMAC [32] because the duration of sleeping depends on the
traffic in the net. If there is no traffic, the nodes sleep longer
to save energy. The sleep-wake-up pattern can be used in
nearly every protocol and is also applicable to the channel
selection method presented here.
One of the main tasks of the MAC layer is to deal with col-
lisions. To avoid interference caused by sending of differ-
ent nodes, senders and receivers can arrange data transfer
with several control messages. That way of medium ac-
cess is realized, for example, in PAMA [28] and MACA

[17, 23]. Also, TRAMA [21] has a schedule-based mech-
anism to avoid collisions. A mentionable characteristic of
this protocol is its support of unicast, multicast, and broad-
cast traffic. Additionally, nodes are switched dynamically
to a low power mode depending on the current traffic pat-
tern. This feature is an improvement of the static method
in S-MAC [31]. Another approach of saving energy is re-
alized in [16] by balancing the energy consumption over all
nodes. That means, nodes which have less energy than oth-
ers sleep longer to save energy. The S-MAC protocol was
also improved in B-MAC [20] which is characterized by its
flexibility and on-the-fly reconfiguration for optimizing per-
formance.
In collision-free protocols, control messages do not always
create a negligible overhead. If the transmitted messages
are very small, the overhead is relatively large and omitting
control messages can be desirable [24]. This idea of allow-
ing interference was already integrated in ALOHA [22]: In
ALOHA nodes send their messages at any time. When col-
lisions have appeared, nodes repeat the packages after a ran-
domized waiting-time. As a variant we mention the slotted
ALOHA in which nodes are allowed to send exclusively in
special defined slots [29, 19, 4]. There, the slotted ALOHA
is discussed in different types of networks (mobile and cel-
lular systems).
Avoidance of interference can be achieved by multiplexing,
one of the tasks of the MAC layer [23]. There are four di-
mensions of multiplexing: space, time, frequency, and code.
Frequency division multiplexing (FDM) is integrated in the
developed Funnel protocol because the used frequency band
is divided in several channels. Additionally, if the hardware
does not support as many channels as needed, it is advanta-
geous to use time division multiplexing (TDM). Then with
the aid of internal rounds, TDM simulates more channels
than the hardware supports. However, messages can still
collide without access control.
It is a paradigm in sensor networks to use one channel for
communication. In [25] we have already presented a new
concept in which one of several frequencies is probabilistic
selected. There, the expected number of delivered messages
in one sending attempt was optimized. In this work we want
to minimize the error rate of unsuccessful transmissions in a
multiple round scheme while keeping the number of rounds
low.
We argue in favor of utilizing many frequencies because it
increases throughput. Higher throughput leads to energy
savings and a longer lifetime of the nodes. This is our moti-
vation for discussing the integration of this feature into the
MAC layer.
The channel selection in the developed Funnel protocol is
completely oblivious and random. There exists no control
channel for arranging meeting on another channel. Also,
nodes do not work on a pseudo-random channel hopping



like in Bluetooth [9, 8]. There, in every piconet clients fol-
low the pattern of the master. This method was also trans-
ferred for smart devices with Bluetooth like special sensor
nodes in [27].

3 The Model

The significant measure for the throughput is the expected
value of successfully transmitted messages in one sending
phase. We are aware that in the one-to-many model many
receivers can receive the same message. Following, mes-
sage duplicates can arise (see Fig. 3). This problem, how-
ever, does not occur in the one-to-one round model and we
neglect its impact in the one-to-many protocol. Further re-
search will prove whether the number of such message du-
plicates is of significance.

Figure 1. The sender/receiver situation

Definition 1 Given n senders, m receivers, and C chan-
nels. Each sender selects channel i ∈ C independently with
probability pi where each receiver selects this channel with
probability p′i. Define the random variable M 1-m

p,p′(n, m)
as the number of forwarded messages in the one-to-many
model and let M 1-1

p,p′(n, m) be the one for the one-to-one
model.
If p = p′, we denote M 1-1

p (n, m) := M 1-1
p,p′(n, m). Fur-

thermore if each of the C channels is chosen with the same
probability pi = 1

C (in the case of the uniform distribution),
we simplify to M 1-1

1/C(n, m). Equivalent notations are used
for the one-to-many model.

3.1 Single Round Model

In [25] the optimization objective is to maximize the ex-
pected number of sent messages during a single round.
Therein the optimization should concern all numbers of
senders from a given range [n0, N0] and receivers from
[m0,M0] for the one-to-many model. Note that we count
only messages that have been successfully transmitted and
not the number of successfully received messages. Because

of duplicates in the one-to-many model the number of re-
ceived ones can be larger than the number of transmitted
ones.
We will restate some of the results for maximizing

min
n∈[n0,N0]

min
m∈[m0,M0]

E
[
M 1-m

p,p′(n, m)
]

.

For the expectation this is equivalent to minimize the fol-
lowing term:

Lemma 1 [25] The expectation of the number of success-
fully transmitted messages in the one-to-many model is

E
[
M 1-m

p,p′(n, m)
]

=
C∑

i=1

npi (1− pi)
n−1 (

1− (1− p′i)
m)

.

The one-to-one model is not considered in [25]. The corre-
sponding lemma is:

Lemma 2 The expectation of the number of successfully
transmitted messages in the one-to-one model is

E
[
M 1-1

p,p′(n, m)
]

=
C∑

i=1

npi (1− pi)
n−1

mp′i (1− p′i)
m−1

.

The following trivial lower bound for the transmitted mes-
sages holds for n, m ≤ C.

Lemma 3 In both communication models at most
min{m,n} messages can be transmitted.

Nodes can select one of the following probability distribu-
tions for the channel selection:

Definition 2

1. Uniform distribution: puni
i :=

1
C

2. Geometric distribution:

pgeo
i :=

{
1
2i , if i < C

1
2C−1 , if i = C

3. Factorized geometric distribution with the parameter
s ∈ N uses the geometric distribution with C/s, as-
suming C is a multiple of s.

ps-geo
i :=

1
s
pgeo
d i

s e
=

1
s · 2d i

s e

Both senders and receivers can vary independently the prob-
ability distribution from round to round. Here, we consider
that senders and receivers use the same one. It is an open
question whether this is the best choice. However, intu-
itively it seems reasonable that all nodes should choose the
same probability distribution.



3.2 Multiple Round Model

In this paper we prove that a multiple round model can
improve the number of transmitted messages considerably
compared to any single round concept which is repeated for
the same number of rounds. The reason is that in the mul-
tiple round model varying the used probability distribution
in each round improves the performance.
In this model we have T rounds. In each round senders
and receivers use probability distributions for the channel
selection: P = (p1, . . . , pT ) for the senders and P ′ =
(p′1, . . . , p

′
T ) for the receivers. After each round all senders,

having delivered a message in that round, drop out of the
system. Analogous all receivers leave which have success-
fully received a message. This implies for the one-to-one
case that if n > m is valid, at least n−m senders remain at
the end. In the case of m > n at least m− n receivers will
remain in the one-to-one model.
In the one-to-many model the situation is more complicated
since the additional duplicated messages cause that more
receivers drop out. Let d be the number of duplicates over
all rounds, then if n + d > m, at least n + d − m senders
remain at the end, and if n+ d < m then at least m− d−n
receivers remain.
In the multiple round model the same notations for the
number of transmitted messages from definition 1 are used
for the one-to-one and the one-to-many model. Formally,
M 1-1

pi,p′i
(n, m) or M 1-m

pi,p′i
(n, m) can be described as the out-

come of a Markov process. We refer to this model for the
analysis of our results in the following section.

4 Results

We start with the investigation of the uniform distribution.
It is presented that this behaves very well in the single round
scheme if the number of channels approximates the number
of senders or the number receivers.

4.1 The Uniform Distribution for the Sin-
gle Round Scheme

For the one-to-many communication model it was shown in
[25]:

Theorem 1 [25](
1− 1

e

)
ne−

n−1
C−1 min {1, pm} ≤ E

[
M 1-m

puni(n, m)
]

≤ ne−
n−1

C min {1, pm}

We now prove the analogous theorem for the one-to-one
communication case.

Theorem 2
nm

C
· e−

n+m−2
C−1 ≤ E

[
M 1-1

puni(n, m)
]
≤ nm

C
· e−

n+m−2
C

Proof: From Lemma 2 we can conclude

E
[
M 1-1

p (n, m)
]

=
C∑

i=1

np (1− p)n−1
mp (1− p)m−1

=
C∑

i=1

n

C

(
1− 1

C

)n−1
m

C

(
1− 1

C

)m−1

=
nm

C

(
1− 1

C

)n−1 (
1− 1

C

)m−1

≤ nm

C
e−

n+m−2
C

For a lower bound we get

E
[
M 1-1

p (n, m)
]

=
nm

C

(
1− 1

C

)n−1 (
1− 1

C

)m−1

≥ nm

C
· e−

n+m−2
C−1

which follows from
(
1− 1

n

)n ≤ 1
e ≤

(
1− 1

n

)n−1
for all

n ≥ 1.

4.2 A Reliable Multiple Round Scheme

We now present the Funnel protocol which is described by
a series of uniform probability distributions. Accordingly,
we simplify puni to p.

Definition 3 For a constant β > 1 we define the set of
probability distributions p1, . . . , pT as the β-Funnel distri-
bution, where the probability to choose channel i in round t
is pt := dCβ1−te and T = dlogβ Ce.

Intuitively the protocol works as follows. It slowly reduces
the number of channels until it approximates max{n, m}.
Then, the uniform probability distributions guarantees the
delivery of Θ(min{n, m}) messages with constant proba-
bility. So some senders and receivers drop out because they
have performed their task. Resultant, the next round contin-
ues with a reduced number of senders and receivers. For a
good throughput also the number of channels continues to
reduce. The process is done very carefully, since if this de-
crease is too fast, the number of channels is higher than the
max{n, m}. This continues until either no senders or re-
ceivers are left. Then, there is no chance that any message
can be delivered and the residual probability distribution do
not contribute to the success of the protocol.
So, for an appropriate choice of β this protocol manages to
deliver the optimal number of messages.



Theorem 3 Let min{m,n} ≥ C. For any ε ∈ (0, 1)
and β = 1 + 1

(log 1
ε )(log C)

the β-Funnel protocol delivers

min{n, m} messages in O((log 1
ε )(log C)2) rounds with

probability 1− ε in the one-to-one-model.

Proof: Consider the rounds t ∈ [T0, T1] where
1
2 max{n, m} ≤ Cβ1−t ≤ max{n, m}. We assume that no
senders and receivers have been dropped out before (other-
wise we consider a later point of time where this inequality
holds).
From Theorem 2 it follows for the messages delivered in
one round:

E
[
M 1-1

p (n, m)
]
≥ nm

Cβ1−t
· e−

n+m−2
Cβ1−t−1 ≥ 1

2e2
min{n, m}

Let X := min{n, m} − M 1-1
p (n, m) denote the num-

ber of messages not delivered in this round. Then
E[X] ≤ (1− 1

2e2 ) min{n, m}. From the Markov inequality
Prob[X ≥ kE[X]] ≤ 1

k for all k > 1 it follows:

Prob
[
X ≥

(
1− 1

4e2

)
min{n, m}

]
≤ Prob

[
X ≥

1− 1
4e2

1− 1
2e2

E[X]
]
≤

1− 1
2e2

1− 1
4e2

=
4e2 − 2
4e2 − 1

So, there is a constant success probability q = 4e2−2
4e2−1 for

the case that at least r min{n, m} messages are delivered,
whereas r = 1

4e2 . Now consider the following Markov
process with states S0, S1, . . . , Slog 1

1−r
min{n,m}. State Sz

is active if at least (1− r)z−1 min{n, m} messages are not
sent. We can now conclude for the transition probability
from Si → Si+1 being at least q. With the residual prob-
ability of at most 1 − q the state Si → Si persists for one
round. The expectation of the duration D of this Markov
process to end in state log 1

1−r
min{n, m} is therefore at

least

E[D] =
1

1− q
log 1

1−r
min{n, m} = Θ(log min{n, m}) .

Using the Chernoff bound for δ > 0:

Prob[D ≥ (1 + δ)E[D]] ≤ 2−δE[D] .

it follows for δ ≥ c log C the error probability not being
in state qlog 1

1−r
min{n,m}, i.e. still having messages to be

delivered, is at most ε ≤ 2−δE[D]. Solving this equation,
we receive δ ≥ − log ε

E[D] . Hence, δ = − log ε is a valid choice
for δ.
Therefore, if we choose β in such a way that the number of
rounds is at least Θ(log 1

ε log C), in which 1
2 max{n, m} ≤

Cβ1−t ≤ max{n, m} holds, then all messages are deliv-
ered with probability 1 − ε. An appropriate choice of β is

Figure 2. A choice of β ∈ [1.2, 1.4] suffices for
delivering all messages

therefore β = 1 + 1
log 1

ε log C
, since max{n, m} ≤ C and

the number of rounds is bounded by O(log 1
ε log2 C).

From this theorem we can deduce the following corollory.

Corollary 1 There is an O(log2 C)-round oblivious proba-
bilistic round protocol that delivers all messages in the one-
to-one model and causes either all senders or all receivers
to drop out in the one-to-many model with arbitrarily small
constant error probability.

Figure 3. A typical source of transmission
failure in the one-to-many model are mes-
sage doubles.

The simulation results shown in Figure 2 show that a larger
choice of β can be used in practice, while constant factors
are not particularly large. So, even for large scenarios with
up to 100 nodes a constant factor of 1.25 works well and
leads to up to 18 rounds of the Funnel protocol.



In Figure 3 the situation for the one-to-many communica-
tion model is shown. The line starting at 50 describes the
number of unfinished senders. The line starting at 0 shows
the number of message doubles. Experiments show that a
small choice of β decreases the number of doubles. How-
ever, it goes along with an increase of the number of rounds
of the Funnel protocol.

4.3 An Upper Bound for the Single Round
Model

We now prove the limits of single round communication
protocols. For this we show that there is an upper bound on
the number of messages that can be transmitted within one
round, if the number of senders and receivers is unknown.

Lemma 4 For constants c = (1− 1
e ) mini{1−p} and c′ =

emaxi{p} we have

c

C∑
i=1

H

(
(n− 1) · p

1− p

)
·min{1,mp}

≤ E
[
Mn,m

p

]
≤ c′

C∑
i=1

H(n · p) ·min{1,mp} ,

where H(x) := xe−x.

Proof: First note that for all p ∈ [0, 1], m > 1:(
1− 1

e

)
min {1, pm} ≤ (1− (1− p)m) ≤ min {1, pm} .

Further observe that (1−p)n−1 ≤ e−pn+p ≤ e−pnep which
implies the upper bound.
For the lower note that for all n > 1: (1− 1

n )n−1 ≥ 1
e which

implies (1 − p) ≥ e−
p

1−p . Therefore: np(1 − p)n−1 ≥
npe−

np
1−p ≥ (n − 1)pe−

np
1−p . From this the lower bound

follows straight-forward.
We investigate probability distributions p with 0 ≤ pi ≤ 1

2 .
So, c ≥ 1

2

(
1− 1

e

)
≈ 0.316 and c′ ≤ e

1
2 ≈ 1.649. For

the analysis it is crucial to understand the meaning of the
function H(x) = xex visualized in Fig. 4. We will use the
following Lemma.

Lemma 5 It holds

∀x ∈
[
0,

1
2

]
:

1√
e
x ≤ xe−x ≤ x (1)

∀x ∈
[
1
2
, 2

]
:

2
e2

≤ xe−x ≤ 1
e

(2)

∀x ≥ 2 : 2 · e−x ≤ xe−x ≤ 2 · 2−x (3)∫ ∞

x=0

xe−xdx = 1 (4)

Figure 4. The function x 7→ x · e−x

Proof: follows by applying straight-forward mathematical
analysis.

Theorem 4 The factorized probability distribution is
asymptotically optimal if the number of channels is unlim-
ited, i.e. there exists c > 0 for all n0 ≤ N0 ≤ m0 ≤ M0

such that for s = bn0
2 c

min
n∈[n0,N0]

min
m∈[m0,M0]

E
[
M 1-m

ps-geo,ps-geo(n, m)
]

≥ c · sup
p,p′

min
n∈[n0,N0]

min
m∈[m0,M0]

E
[
M 1-m

pi,p′i
(n, m)

]
.

The proof uses the following ideas.

• Discretization of probabilities
First, we show that the performance of any probability
distribution can be approximated by a probability dis-
tribution that uses only weights of the form pi = 1

2j

for some integers j. Furthermore, we show it suffices
to consider number of channels being powers of 2 with
only a constant factor loss of precision.

• Re-formulation by counting probabilities
Now every probability distribution can be described
by the number of channels chosen with probability 2i,
since channels are otherwise undistinguishable.

• An upper bound on the probabilites
Then, we present an upper bound by simplifying the
optimization term. Combining this upper bound with
the result of [25] completes the proof at the end of this
subsection.

Lemma 6 The probability distribution p maximizing the
term

min
ν∈{log n0,··· ,log N0}

C∑
i=1

H(2νpi)



gives a linear approximation of the optimal probability dis-
tributions p, p′ maximizing the term

min
n∈[n0,N0]

min
m∈[m0,M0]

E
[
Mn,m

pi,p′i

]
for n0 ≤ N0 ≤ m0 ≤ M0.

Proof: The term involving p′ can be approximated by
a constant factor since m0 ≥ N0. The rest follows by
Lemma 4 and Lemma 5 which shows that rounding the
number of senders to the next power of two decreases the
term by at most a factor of two.

Lemma 7 Let
T (p) := minν∈{log n0,··· ,log N0}

∑C
i=1 H(2νpi). For every

probability distribution p there exists a probability distribu-
tion φ such that for all i the probability φi to choose channel
i is a power of 2, i.e. φi ∈ {2−1, 2−2, . . . , }, such that

T (p) ≤ 2T (φ) ≤ 2T (p) .

Proof: Round all probabilities to the next lower interval
limit. From Lemma 5 it follows that this decreases the term
by at most a factor of 2.
Now we describe this modified probability distribution by
the vector X(p) = {x1, x2, . . . , }where xi counts the chan-
nels chosen with probability 2−i, i.e.

xj := |{i : pi = 2i}| .

Since p is a probability distribution we have

∞∑
j=1

xj2−j = 1 . (5)

The maximization goal T (p) can be rewritten to

T (X(p)) := min
ν∈{log n0,...,log N0}

∞∑
j=1

xjH(2ν−j)

= min
ν∈{log n0,...,log N0}

C∑
i=1

H(2νpi) = T (p)

We now use the following Lemma.

Lemma 8 For all ν ≥ 1, for all x1, x2, . . . with∑∞
j=1 xj2−j ≤ 1 we have

∞∑
j=1

xjH(2ν−j) ≤ 3 · 2ν

Proof: From Lemma 5 (3) it follows for the sum

ν−1∑
j=1

xjH(2ν−j) ≤
ν−1∑
j=1

2·xj2−2ν−j

≤
ν−1∑
j=1

2·xj2ν−j ≤ 2ν+1 .

From Lemma 5 (1) and (2) it follows for the sum

∞∑
j=ν−1

xjH(2ν−j) ≤
∞∑

j=ν−1

xj2ν−j ≤ 2ν .

All this implies for all p that T (X(p)) = O(n0). On the
other hand it was proved in [25] the corresponding upper
bound.

Theorem 5 [25] Factorized geometric distribution:
Let s ≤ n and C ≥ s log n:

E
[
M 1-m

ps-geo,ps-geo(n, m)
]

=

{
Θ(sm

n ) , if m ≤ n

Θ(s) , if m ≥ n

Since in our case m ≥ n this completes the proof of Theo-
rem 4.

5 Conclusions

We presented a process for the channel utilization over mul-
tiple rounds. It bases on the uniform distribution and can
serve as a MAC protocol for sensor networks if many chan-
nels are available and little information needs to be timely
distributed. In such scenarios the handshake on a control
channel may lead to a communication bottleneck. With
the analytical proven upper bound of O(log2 n) rounds
which in practice can be reduced to some 20 rounds, the
Funnel protocol utilizes the inherent parallelism of the in-
dependent channels. The communication overhead to a
pseudo-random communication channel utilization scheme
is bounded by a polylogarithmic number of channels. Since
the communication flow is unpredictable and the specific
sets of senders and receivers change within time, this proto-
col forms a simple and elegant alternative to state-of-the-art
communication protocols.
The Funnel protocol can be combined with several types
of routing protocols. The best fit for this MAC protocol
is one using parallel communication between variable sets
of senders and receivers. For this, one can consider a hop
based zoning protocol as used by 1QK [24]. For delivering
sensor data in a super-round, t − d senders are nodes with
data in hop distance d + 1 from the communication sinks
and receivers are nodes with empty buffer space in hop dis-
tance d. A super-round consists of the O(log2 n) rounds of
the described MAC protocol. This leads to a simple, robust,
fast, and novel sensor networking protocol. Of course, ad-
ditional mechanisms for synchronization and zoning need
to be adopted.
Another implication of this paper is that a combination of
different probability distributions in a multiple round model
outperforms choosing optimal single round oblivious prob-
ability distributions. For this we have proved an upper



bound on the transmitted messages for the single round
channel utilization protocol if the number of senders and
receivers is unknown. This upper bound solves the recently
stated open problem by the authors of this paper in [25].
The conclusion is that the proposed factorized geometric
probability distribution for channel utilization in the single
round model in [25] is in fact asymptotically optimal. Yet, it
is outperformed by a multiple round protocol like the Fun-
nel protocol.
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