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Abstract—Multi-hop data delivery through vehicular ad hoc Most of the aforementioned works are limited to one hop
networks is complicated by the fact that vehicular networksare  or short range multihop communication. On the other hand,
highly mobile and frequently disconnected. To address thigssue, VANETs are also useful to other scenarios. For example

we adopt the idea of carry and forward, where a moving vehicle ithout Int t fi . hicl t
carries the packet until a new vehicle moves into its vicinig and ~WItNout INt€rnet connection, a moving venicie may want to

forwards the packet. Different from existing carry and forward query a data center several miles away through a VANET.
solutions, we make use of the predicable vehicle mobility, ich ~ To further motivate our work, consider the widely deployed

is limited by the traffic pattern and the road layout. Based onthe  \Wireless LANs or infostations [9] [10] which can be used
existing traffic pattern, a vehicle can find the next road to foward to deliver advertisements and announcements such as sale

the packet to reduce the delay. We propose several vehiclesisted . f fi . tocks at a d | t store: th
data delivery (VADD) protocols to forward the packet to the best Information or remaining stocks at a department store, the

road with the lowest data delivery delay. Experimental resits available parking lot at a parking place; the meeting scleedu
show that the proposed VADD protocols outperform existing at a conference room. Since the broadcast range is limited,

SOL;JtiontS inl termﬁ 01; p:Cket ciﬁlivery fatic:j, \?:5% Dacret fieﬂty only clients around the access point can directly receiee th
an rotocol overnead. Amon € propose rotocols,ne i~ H
HybrFi)d Probe (H-VADD) proto?:ol haps rguch better pgrforman’ce. data.. Howeyer, thes-e data may be beneficial for people in
moving vehicles which are far away. For example, people
Index Terms: Vehicular networks, data delivery, carry andirving to shopping may want to query several department
forward, routing, wireless networks. stores to decide where to go; a driver may query the traffic
cameras or parking lot information to make a better road.plan
All these queries may be issued miles or tens of miles away
from the broadcast site. With a VANET, the requester can send
Vehicular ad hoc networks (VANETS) have been envihe query to the broadcast site and get reply from it. In the
sioned to be useful in road safety and many commerci@bove applications, the users can tolerate up to seconds or
applications [1], [2]. For example, a vehicular network caminute of delay as long as the reply eventually returns.
be used to alert drivers to potential traffic jams, providing Although aforementioned services can be supported by the
increased convenience and efficiency. It can also be usedaticeless infrastructure (e.g., 3G), the cost of doing thikigh
propagate emergency warning to drivers behind a vehicle @id may not be possible when such an infrastructure does
incident) to avoid multi-car collisions. To realize thissiin, not exist or is damaged. From the service provider point of
FCC has allocated 75 MHz of spectrum for dedicated shafiew, setting up a wireless LAN is very cheap, but the cost
range communications (vehicle-vehicle or vehicle-rodelsi of connecting it to the Internet or the wireless infrastauet
and IEEE is working on standard specifications for intergkehi is high. From the user point of view, the cost of accessing
communication. As more and more vehicles are equippddta through the wireless carrier is still high and most ef th
with communication capabilities that allow for interveleic cellular phone users are limited to voice service. Moreaver
communication, large scale vehicular ad hoc networks acese of disaster, the wireless infrastructure may be dagnage
expected to be available in the near future. whereas wireless LANs and vehicular networks can be used
Quite a few researches have been done on intervehicle cdamprovide important traffic, rescue and evacuation infdioma
munication. Medium access control (MAC) issues have beémthe users.
addressed in [1], [3], [4], where slot-reservation MAC pro- Multi-hop data delivery through VANETSs is complicated
tocols [3], [4] and congestion control policies for emergen by the fact that vehicular networks are highly mobile and
warning [1] are studied. Transportation safety issues baesm sometimes sparse. The network density is related to thictraf
addressed in [2], [5], where vehicles communicate with eadensity, which is affected by the location and time. For
other and with the static network nodes such as traffic lighexample, the traffic density is low in rural areas and during
bus shelters, and traffic cameras. Data disseminationgolsto night, but very high in the large populated area and during
[6], [7] have been proposed to disseminate information abawsh hours. Although it is very difficult to find an end-to-
traffic, obstacles, and hazard on the roads. Other appitatiend connection for a sparsely connected network, the high
such as real time video streaming between vehicles have beswbility of vehicular networks introduces opportunities f
studied in [8]. mobile vehicles to connect with each other intermittently
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during moving. Namboodirét al. [11] showed that there is statistics will be integrated into digital map in the neatufe.
a high chance for moving vehicles to set up a short path wilote that the cost of setting up such a vehicular network ean b
few hops in a highway model. Further, a moving vehicle cgustified by its application to many road safety and comnagrci
carry the packet and forward it to the next vehicle. Througdpplications [5], [1], [2], which are not limited to the praged
relays, carry and forward, the message can be delivereddelay tolerant data delivery applications.
the destination without an end-to-end connection for delay
tolerant applications. .
This paper studies the problem of efficient data deliverE)S/' VADD overview
in vehicular ad hoc networks. Specifically, when a vehicle VADD is based on the idea of carry and forward. The most
issues a delay tolerant data query to some fixed site, Weportant issue is to select a forwarding path with the small
propose techniques to efficiently route the packet to that siest packet delivery delay. Although geographical forwagdi
and receive the reply within reasonable delay. The proposigProaches such as GPSR [16] which always chooses the next
vehicle-assisted data delivery (VADD) is based on the idé®p closer to the destination, are very efficient for datavelst
of carry and forward [12], where nodes carry the pack#ét ad hoc networks, they may not be suitable for sparsely
when routes do not exist, and forward the packet to the n&@nnected vehicular networks.
receiver that moves into its vicinity. Different from esiegy ~ As shown in Figure 1, suppose a driver approaches inter-
carry and forwarding approaches [12], [13], [14] it makes u$e€ction, and sends a request to the coffee shop (to make
of the predictable mobility in VANET, which is limited by the @ reservation) at the corner of intersectién To forward
traffic pattern and the road layout. Extensive experimergs dhe request througt, — I., I. — Iq, Ia — I, would be
used to evaluate the proposed data delivery protocols.lRestaster than througti, — I,, even though the latter provides
show that the proposed VADD protocols outperform existingeographically shortest possible path. The reason is that i
solutions in terms of packet delivery ratio, data packeaylelcase of disconnection, the packet has to be carried by the
and protocol overhead. vehicle, whose moving speed is significantly slower than the
The rest of this paper is organized as follows. Section Yyireless communication.
describes how to model the data delivery delay. The VADD In sparsely connected networks, vehicles should try to make
protocols will be presented in Section Ill. Section IV evaluse of the wireless communication channel, and resort to
uates the performance of the proposed protocols. Sectiorvghicles with faster speed otherwise. Thus, our VADD folow

concludes the paper. the following basic principles:
1) Transmit through wireless channels as much as possible.
Il. THE VADD M ODEL 2) If the packet has to be carried through certain roads, the

In this section, we first give the assumptions, the overview _ road with higher speed should be chosen.

of Vehicle-Assisted Data Delivery (VADD), and then present 3) Dué to the unpredictable nature of vehicular ad-hoc
the VADD delay model. networks, we cannot expect the packet to be success-

fully routed along the pre-computed optimal path, so
, dynamic path selection should continuously be executed
A. Assumptions throughout the packet forwarding process.

We assume vehicles communicate with each other throughng shown in Figure 2, VADD has three packet modes:
short range wireless channel (100m-250m). The packet qgrsection, StraightWay, and Destinatibased on the location
livery information such as source id, source location, Backyf the packetarrier (i.e., the vehicle that carries the packet.)
generation time, destination location, expiration tim, & By switching between these packet modes, the packet carrier
specified by the data source and placed in the packet headefaRes the best packet forwarding path. Among the three modes
vehicle knows its location by triangulation or through GRS d iye |ntersection mode is the most critical and complicateg o

vice, which is already popular in new cars and will be commagince vehicles have more choices at the intersection.
in the future. Vehicles enclose their own physical location

moving velocity and direction information in their periadi

beacon messages, and these information can be overhear&by he VADD Delay Model

their one-hop neighbors. To formally define the packet delivery delay, we need the
We assume that vehicles are equipped with pre-loaded digHowing notations.

ital maps, which provide street-level map and traffic stags rs;: the road froml; to I;.

such as traffic density, vehicle speed on roads at differeyest | liji the Euclidean distance of;.

of the day, and traffic signal schedule (e.g. the length of red pi;: the vehicle density om,;.

signal interval) at intersections. Such kind of digital niegs v;;: the average vehicle velocity an;.

already been commercialized. The latest one is developed bi dy;: the expected packet forwarding delay frdmto I;.

MapMechanics [15], which includes road speed data and gn : . . :
S . . : e assume the inter-vehicle distances follow Exponential
indication of the relative density of vehicles on each roa

Yahoo is also working on integrating traffic statistics is it Istribution with mean distance equal 1gp;;. Thus,
new version of Yahoo Maps, where real traffic reports of major
US cities are available. We expect that more detailed traffic

dij = (1 —e TPy ¢ ~Rrpy L
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Fig. 1. Find a path to the coffee shop Fig. 2. The transition modes in VADD

where R is the wireless transmission range, ani$ average « P;;: the probability that the packet is forwarded through
one hop packet transmission delay. Equation 1 indicatds tha roadr;; at I;.
the inter-vehicle distances are smaller thfaron a portion of  « N(j): the set of neighboring intersections bf

_ R
forward the packet. On the rest of the road, vehicles are us§tyelivering the packet through roag,., is:

to carry the data. Apparently, larger traffic density malssle
portion completed by vehicle motion.

One way to view the VADD delay model is to represent the Doy, = din, + Z (P % Dy;) (2)
vehicular network as a directed graph, in which nodes rep- JEN(n)
resent intersections and edges represent the roads cimgnect
adjacent intersections. The direction of each edge is #ffictr
direction. The packet forwarding delay between two adjacen |
intersections is the weight of the edge. Given the weight on b
each edge, a naive optimal forwarding path selection scheme
is to compute the shortest path from source to destination by
applying Dijkstra’s algorithm. However, this simple solution
does not work, since we cannot freely select the outgoing edg
to forward the packet at an intersection. Only those edges
with vehicles on it to carry packets can be the candidate path
for packet forwarding. However we can not know for sure
which direction the packet will go at the next intersectitm.
other words, it is impossible to compute the complete packet
forwarding path. !

To address this problem, we propose a stochastic mogg[ 4 One road graph
to estimate the data delivery delay, which is used to select
the next road (intersection). We first introduce the follogyi tri

Figure 4 illustrates how to apply Equation 2 to a simple
angle road, which only contains three intersectidps I,

hotations: and .. Suppose a data packet reacligsand the destination
_ is I.. The forwarding scheme needs to decide whether to
- Ia o forward the packet through the road fpor I,,. This is done
by computing the value oD,. and D,;, and choosing the
S smaller one. By applying Equation 2, we have the following
T TE e linear equations:
:[[Q]j Dmn Dnm I D nb Ib]i
m n _
‘ i ‘ dmn l . ‘ Dac = dac
& Dab:dab+Pba'Dba+Pbc'Dbc
Dba:dba+Pab'Dab+Pac'Dac
Ic Dy = dy, ®)
Dy =0
Fig. 3. An example of the VADD Delay Model D, =0

« D;;: The expected packet delivery delay frafnto the Note that bothi., andd., are equal td), since the packet
destination if the packet carrier @ chooses to deliver already arrives at destinatioh, and will not be forwarded
the packet following road;;. anymore. We can easily solve Equation 3 and fet and



Dap: unknownszy, o, -+ , Ty

r1 =d1 + Pi1x1 + Piaws + -+ + P,

1 xo =do + P2171 + Pagwa + -+ + Popwp
Dy =dgc Dy =———-—x
" 1—Pu P
(dab + Pba . dba+ '
Pba : Pac : dac + Pbc : dbc) Tn :dn + Pnlxl T Pn2x2 Tt Pnnxn
It can be easily transformed to the following matrix.
Unf | find the mini ¢ dina delav b (P11 — 1)z1 + Praxo + o+ Py = —d;
nfortunately, to find the minimum forwarding delay be- P P
4 . . N . . L -1 <ot Popg, = —d
tween two arbitrary intersections is impossible, sincenit i 1+ (P = 1wy 40t Pt 2
volves unlimited unknown intersections. However, by pigci :
a boundary including the source and the destination in a
y 9 Pnlxl +Pn2x2 ++(Pnn_1)xn :_dn

connected graph, we are able to find the expected minimum
forwarding delay between them. Figure 5 shows one suadlthich is equivalent to
boundary which includes the sender and the destination (hot
spot). The boundary used in this paper is a circle with its
center point at the destination. The radius of the boundagere
circle is 4000 meters if the distance between the packet and Py P - Py
the destination is less than 3000 meters; otherwise, thasad Py Py -0 Py

is the distance between the packet and the destination pluf = : : . : ’
1000 meters. Certainly there are many other ways to place P. P. P'

. . . . nl n2 nn
the boundary, as long as the destination is enclosed. Since r ;o= "
only the roads within the boundary are used as available 01 .- 0
paths to compute the delay, a large boundary covering mgre—
high-density streets can generally find more close-toruglti :
paths, but with more computation overhead. Thus, there is a 00 --- 1
tradeoff between computational complexity and accuracy in 1 dq
delay estimation when selecting the boundary. Since this is ) do
not the major concern of this paper and it does not affect the = : and D=
correctness of our algorithms, we will not further discuss i '
this paper.

(P-E)-X=-D @)

x d

We car?prove that this linear enquation system has one unique
solution (see Appendix). The typical way to solve this equat
is to use theésaussian Eliminatioralgorithm, which is known
to be solved in timed(n?).

By solving Equation 4, we geb;; for the current intersec-
tion I;. The packet carrier can sof?;; for each neighboring
intersection I;, and forward the packet to the road with
smaller delay. As a result, among all the vehicles within
communication range (calledontact$ available at the in-
tersection, the packet will be forwarded to the one on the
road with the smallest delay. If no contact is available ér al
available contacts are going through roads with longerydela
than the packet carrier’s next traveling road, the packetera
passes the intersection with the packet, and looks for tke ne

Since the number of intersections inside the boundaryff')srwardlng opportunity.

finite, we can derive Equation 2 for each outgoing edge of
every intersection within the boundary (similar to the noeth lll. VEHICLE-ASSISTEDDATA DELIVERY PROTOCOLS

used to derive Equation 3). In this way, an n linear equation  In this section, we present the VADD protocols. We first
system is generated, whereis the number of roads within Present the protocols used in the Intersection mode and then
the boundary. present the contact model and protocols on the Straightway.

Fig. 5. Add a boundary

To follow the general representation of linear equation ) )
systems, we rename the unknoui®, as z,;, rename the A. VADD Protocols Used in the Intersection Mode
subscriptij of d;; and z;; with a unique number for each By deriving and solving Equation 4 at the intersection,
pair ¢j, and rename the subscript ¢f; by its position in the packet carrier can sort all the outgoing directions and
the equations. Then, we can derivdinear equations witm  check if there is a contact available to help forward through



Seems like this is better than selectifigas the next hop, since

N B can immediately forward packet t©. Even if D does not
W%—»E . exist, selectingB seems as good as selectifig since B will
optimal
: direction meetC shortly and the packet can be passed_t@nyway.

However, L-VADD may result inrouting loops Figure 7
shows one such scenario. Assume the North direction has
the highest priority and East has the second highest priorit
A first checks North and can not find any contact. Then, it
checks East, and find8 which is closer towards East. Thus,

it forwards the packet taB. Upon receiving the packety
checks the North direction first and findsis closer towards
North, and then passing the packet backitoThere is a loop
betweenA and B.

A simple solution to break the routing loop is to record
that direction. However, to determine the next hop among #le previous hop(s) information. As in the above examgle,
available contacts and ensure a packet to go through the pesords its own id as therevious_hop before forwarding
computed direction is not trivial. As shown in Figure 6, @i the packet taB. When B receives the packet, and decides to
A has a packet to forward to certain destination. Assunfierward the packet ta4, it checks the previous hop record
the optimal direction for this packet is North. There are twand finds that4 is the previous hop. To avoid a routing loop,
available contacts for the packet carri&:moving south and B will not forward the packet tad4, and look for the next
C moving north.A has two choices on selecting the next hopvailable contact.
for the packet:B or C. Both choices aim at forwarding the A routing loop may involven(n > 2) nodes. To detect
packet towards North: selectirigbecauseB is geographically such a routing loop, all these previous hops should be
closer towards North and provides better possibility toleikp recorded. However, such loop detection mechanism dramat-
the wireless communication (e.§. can immediately pass theically degrades the forwarding performance, since thecdete
packet to D, but C' cannot;) whereas selecting because tion mechanism may prevent many valid nodes from being
C' is moving in the packet forwarding direction. These twgonsidered as the next hop. As shown in Figure 74ifs
choices lead to two different forwarding protocolsocation the packet carrier after a routing loop has been detectetl, an
First Probe (L-VADD)and Direction First Probe (D-VADD) there is no other contact available excdpt Suppose after

1) Location First Probe (L-VADD):Given the preferred both A and B pass the center of the intersectiohcontinues
forwarding direction of a packet, L-VADD tries to find thegoing East and3 to North. The packet should be forwarded
closest contact towards that direction as the next hopt, Fir® B since B will move towards the best direction, and the
based on Equation 4);; can be obtained for each outgoingath betweend and B becomes loop-free. However, as the
road r;; at intersection/;. As a result, each outgoing roadpacket records3 as the previous hop, forwarding the packet
is assigned a priority where smallér;; has higher priority. to B is not allowed. Therefore, even though we can record
Next, the packet carrier checks the outgoing directiongista previous hop information to detect routing loops, manydali
from the highest priority. For a selected direction, thekagac forwarding paths cannot be used.
carrier chooses the next intersection towards the selecte@®) Direction First Probe (D-VADD):Routing loop occurs
direction as thetarget intersection, and apply geographicabecause vehicles do not have an unanimous agreement on the
greedy forwarding towards the target intersection to phes torder of the priority, and then do not have an agreement on
packet. If the current packet carrier cannot find any corttactwho should carry the packet. To address this issue, D-VADD
the target intersection, it chooses the direction with tegtn ensures that everyone agrees on the priority order by dettin
lower priority and re-starts the geographical greedy fodivay the vehicle moving towards the desired packet forwarding
towards the new target intersection. This process corginudirection carry the packet.
until the selected direction has lower priority than thekgc In D-VADD, the direction selection process is the same
carrier's current moving direction. At this time, the packeas L-VADD. For a selected direction, instead of probing by
carrier will continue carrying the packet. location (in L-VADD), D-VADD selects the contacts moving

towards the selected direction. Among the selected cantact

the one closest to the selected direction is chosen as the nex
Priority =1 hop. As shown in Figure 6, D-VADD selecdf$ as the next hop
when the selected direction is North. SinBeis not moving
North, it will not be considered. Therefore, D-VADD only
probes vehicles moving towards the direction whose pyiorit
is higher than or equal to the moving direction of current
packet carrier. As the probing strictly follows the prigrarder
Fig. 7. A scenario of routing loop of the direction, D-VADD has the following property: Any

subsequent packet carrier moves towards the directionavhos
As shown in Figure 6, vehicld forwards the packet t&. priority is higher than or equal to that of the current packet

Fig. 6. Select the next vehicle to forward the packet

Priority =2

Priority =3




carrier. problems, only the first node in the intersection area réogiv
THEOREM 1: D-VADD is free from routing loops at inter-the packet performs the computation, and gets the priority

section areas. order of the next forwarding direction/road for the pacKétis

Proof: By contradiction, suppose a routing loop occursformation is enclosed in the packet header, and kept until

and noded andB are in the circle, which indicates that at leasthe packet is forwarded out of the current intersection. The

one packet forwarded from passes througPB and returns to subsequent forwarding nodes in the same intersection do not

A. Consider the first case thdtand B are moving in the same repeat the computation. Instead, they check the packeehead

direction, and the packet is forwarded frofrto B. It indicates and forward the packet based on the computed priority order.

that B is closer towards the destination direction thénwhile In this way, only one computation is performed for a packet at

packet passing back td indicates the reverse. In the secondne intersection, and the disagreement problem will beesblv

case, ifA and B move towards different direction, the packet

forwarded fromA to B indicatesB is moving towards the

direction of higher priority tham’s, while the packet passing

back to A sh0w§A.’s direction has higher _pnonty. B(_)th €asesy CalculatingP,;

lead to contradictions. Therefore, there is no routing laop

D-VADD. u In this section, we provide solutions to calculdtg used

3) Hybrid Probe (H-VADD): Comparing to other VADD , gection 11. Specifically, we choose D-VADD as the data

protocols, L-VADD without loop detection can minimize theyejiery protocol, because of its simplicity in modelingeth
packet forwarding distance and hence the delay if there is go.y o' forwarding process. Certainly, other protocolshsas
loop. However, the routing loop in L-VADD severely affecty \,x\pp and H-VADD can be modeled to calculat®; in

the performance and leads to a low packet delivery ratig. ginjjar way. The calculation of;; under other VADD
Loop detection mechanism can remove the routing 100p, Byt0cols should provide similar results since the diffiere
may also increase the forwarding delay. D-VADD is fre§app protocols follow similar principle to find the optimal

frpm rputing loops; however, they give priority to .the mogin forwarding path through the roads with high vehicle density
direction and may suffer from long packet forwarding disen We focus on the normal traffic layout, where each road has
and hence long packet delivery delay. yout,

An ideal VADD protocol should minimize the geographi®né-Way or two-way traffic and the inte_rsecti(_)ns are either
forwarding distance and does not have routing loops. ﬂ)gnahz_ed or |§olated _[17]' Thr_oughout this sgct|0n_wgm
achieve this goal, we design a scheme called Hybrid Promee vehicle arrivals at intersections follow Poisson disition.
(H-VADD), which works as follows. Upon entering an inter- The expected time that a packet carrier stays in the In-
section, H-VADD behaves like L-VADD with loop detection.tersection Mode is referred to as tlwentacting time The
If a routing loop is detected, it immediately switches to useontacting time at a signalized intersectifn denoted ag;,
D-VADD until it exits the current intersection. In this wail- is only related to the length of the signal interval fat and
VADD inherits the advantage of using the shortest forwagdive assume it can be obtained from the digital map. In an
path in L-VADD when there is no routing loop, and use Disolated intersection, vehicles in all directions can sthiyogo
VADD to address the routing loop problem of L-VADD.  through without being stopped. For a vehicle/gtwe assume

4) The Problem of Disagreement and Redundant Computfe average vehicle speed going through the intersection is
tion: At an intersection, if the preferred forwarding directiorihe same as the average vehicle speed at the outgoing road.
of a packet is calculated at each hop of the forwarding nodégt Rin: denote the radius of the intersection area which is a
the following two problems may occur. circle area with the intersection point as the center. FéarBu
Disagreement on preferred direction: Each node indepen- computes the contacting timé;() for packet carriers which
dently derives and solves Equation 4 only based on the lo&diter intersectiod;, and move towards neighbor intersection
information provided by their own digital maps. It is podsib Z;-
that two nodes do not have exactly the same traffic statistics
(due to different map source, updating schedule and etgs). | ti, I; is signalized
possible that two successive forwarding nodes obtainréiffie Lij = 2Bint T js isolated
expected forwarding delay for the same next road, so they may e
use different optimal directions to forward the packet. The
the packet may suffer from routing loops, similar to that in The packet carrier is able to forward the packet towards road
L-VADD. r;; atl;, only if it can meet at least one contact going towards
Redundant computation: In VADD, all the forwarding nodes roadr;;. Next, we calculate the probabilitg’(?;;) for a packet
within the same intersection area should follow exactly thearrier to meet at least one contact towards raadwhen the
same computation process, and ideally get the same préfercarrier moves within the intersection area. \\ét7;;) denote
forwarding direction for a given packet. Thus, it may wasteow many contacts moving towards roagl can be seen in the
computation resources if multiple nodes do the computatiantersection area within time intervdl;;, and let);; denote
several times. the average rate of contadsaving I; and moving towards

The above two problems exist in all three VADD protoroadr;;, which can be computed as; = p;; - vi; ( pi; and
cols: L-VADD, D-VADD, and H-VADD. To deal with these v;; are defined in Section II-C). According to the definition

(®)



of Poisson distribution, Let Q,. denote the probability of a vehicle moving (going
straight or turning) from the current intersectidn towards

CP;j =Prob(N(Ti;) > 1) the next adjacent intersectidp. P;; can be calculated by the
=1— Prob(N(T;;) = 0) following:
=1- e_)‘f'J'Tw' M Pij - Z Qic X Pijp‘ijc (8)
- 0! ceEN(7)
=1 — e PiviiTij The complexity of calculating®;; is dominated by the step

of calculatingP!;, and it is given b
The VADD protocols forward a packet towards the best 9% g y

possible direction at the intersection. If intersectibnonly N (i) NG) ‘
has two outgoing roads;, andr;, and satisfiesD;, < D, 9(2 ( B )) = 0(2N0)
with contacting probability” P;, for contacts towards road, k=1

andC'P;, for contacts towards road, respectively/’;, would  Since one intersection is only directly connected with saive
be equal taC' P;,, and P, would beC' Py, — CP;, - C Py, This  neighboring intersections in realityV (i) is bounded and
is due to the reason that the path with the expected minimdairly small, therefore2V() can be seen as a constant. So
delivery delay will be selected, if both contacts are ai@éa the complexity of computing?; for all n roads inside the
when the packet carrier passes the intersedijonherefore, to  boundary isO(n).

computeP;; at I;, we need to first sor’P;; for all j € N(7)

by the non-decreasing order bf;. However, a);; cannotbe  pata Forwarding in Straightway Mode and Destination
obtained at this stage, we use the angle between the dmec“ﬁ’ode

of roadr;; and the vector from the current intersection to the

destination, denoted ds;, to approximate);;, because a road Data fo_rwarding.in the StraightWay mode.is .much simpler
with smaller angle will more likely lead to a location cIoseFhan the intersection mode, since the traffic is at most bi-

to the destination. The sorted list 6fF;; looks like: Qirgqtion. We can simply specify the intersection aheadciwh
is jointed by the current road, as the target, and then apply
CP,;,,CP;,,CP,j,, -+ ,CPy, ; wheren = |N(4)] GPSR [16] towards the target location. If there is no vehicle
available to forward ahead, the current packet carriericoas
The subscripts of;s implicitly indicate a meaningful order: to carry the packet. Certainly, there may be better solstion
For example, when the packet carrier meets a vehicle in
the opposite direction, the estimated delay from the ctirren

By using basic probability, we can calculate the probapilitehicle position may be different when the vehicle receted
of a packet being forwarded to roag; at I;. This result is packet. As a result, the packet carrier may decide to take the

0ij; <05, <05y <o+ <05, (6)

denoted aspi/j_ intersection behind as the target location. However, dingck
such cases may increase the computation overhead and the
P{J—I =CPy, chance of such cases may be small. Due to space limit, we
Pi/j2 =CP,, — CPy, - CPy, will leave these optimizations as future work.

A packet switches to the Destination Mode when its distance

P =CP; S . .
iss = CFisa to the destination is below a predefined threshold. Theilmcat
— (CPyj, - CPijy + CPyj, - CPy) of the destination becomes the target location, and GPSR is
+CPyj, - CPy;, - CPij, used to deliver the packet to the final destination.

IV. PERFORMANCEEVALUATIONS

Suppose the packet carrier will move to raag (either go In this section, we evaluate the performance of the four
straight or make a turn) after passifigthe packet will only be VADD protocols L-VADD, D-VADD, and H-VADD. Since
forwarded to the road that has higher or equal priority. That the L-VADD protocol may have routing loops, we evaluate
for a roadry;, , if k > ¢, P,;, equals to zero, since the carrietwo versions of them: L-VADD (with loop) and L-VADD
will continue to buffer data instead of forwarding it toward (loop-free). It is shown in our simulation that almost aleth
lower priority roads. Thus, under the condition that thekeac intersection routing loops in L-VADD (with loop) can be
carrier goes to road;;, after leavingl;, the probability that detected by checking previous three-hop information, so L-
road r;;, will be chosen as the packet forwarding directioYADD(loop-free) encloses previous three-hop information

can be defined as the following conditional probability: ~ every forwarding packet to avoid intersection routing Isop
The H-VADD protocol is a hybrid of the L-VADD protocol

Pij,jij. = Prob{packet forwarded ta;;,| carrier goes to;;,} and the D-VADD protocol. We compare the performance
of the VADD protocols to several existing protocols: DSR
protocol [18], the epidemic routing protocol [12] and GPSR
1 [16]. Since GPSR is not proposed for sparsely connected
Pijalize = 1= 221 Pij., p=c (") networks, its performance is very poor in VANETS. To have
0, Vp > c¢ a fair comparison, we extend GPSR by adding buffers. In this

and
P! Vp <c

ijp)



way, GPSR (with buffer) can be considered as a simple cathe speed limit assigned to the road they are traveling ath, wi
and forward protocol. a variance of 5 miles per hour. For simplicity, we only coesid
the case of isolated intersection, and the node contadtirey t

L1~ < at an intersection is calculated by Equation 5. Figure 8 show
—%"" i % b 1 a snapshot of the simulation area.
; . > 1& Two fixed sites are deployed on the rightmost vertical road
e 3 in Figure 8. Among all vehicles, 15 of them are randomly
, f + chosen to send CBR data packet to one of the fixed sites
i L during the move. To evaluate the performance on differetat da
e L e Hel transmission density, we vary the data sending rate (CB# rat
I R / N 4T from 0.1 to 1 packet per second. All experiment parameters
i [ are shown in Table I. In order to find out the direction to
o | ; ' P forward a packet to a given fixed site, the priority ranking
':ﬁ o gl 5 of the outgoing roads at the intersections for that fixed site
are pre-computed and loaded to the vehicle as the simulation
Fig. 8. A snapshot of the simulation setup area starts. The perfo_rmance of the protocols are measured by the
data delivery ratio, the data delivery delay, and the gd¢adra
traffic overhead.
TABLE |
SIMULATION SETUP
A. The Data Delivery Ratio
Parameter Value . .
Simulation area 2000m < 3200m In this section, we compare the performance of VADD
# of intersections 24 protocols with epidemic routing, GPSR (with buffer), and®S
Intersection area radiu 200m in terms of data delivery ratio, and examine how it is affdcte
Number of vehicles 150, 210 . . . .
# of packet senders 15 by the data transmission density and the vehicle density.
Communication range 200m Figure 9 shows the data delivery ratio as a function of
\é%hFiecletvelocity 0115 -180 mLIef per hour I the data sending rate and compares the performance under
rate .1 - 1 packet per secon H H : : : -
Data packet iz 0B - 2 KB different vehicle density settmgs. As .shown in the flgure,
Vehicle beacon interval 0.5 sec DSR has the lowest data delivery ratio and is not suitable
Packet TTL 128 sec for sparsely connected vehicular networks. Although GPSR

(with buffer) is implemented in a carry and forward way, it is

The experiment is based on4800m x 3200m rectangle not a good choice since the geographical approach sometimes
street area, which presents a grid layout. The street laydesds to void areas with few vehicles passing by, and it
is derived and normalized from a snapshot of a real stremnnot make use of the traffic patterns. Therefore, its esliv
map in Topologically Integrated Geographic Encoding artio is poor when the vehicle density is low, as shown in
Referencing (TIGER) database [19] from U.S. Census Buredtigure 9(a). However, when vehicle density is high (in Feyur
These map data are transformed into the data format that &h)), where the connectivity is much better than the presio
be used by ns2, based on techniques presented in [20]. Bhenario, GPSR achieves very good delivery ratio, since the
MAC layer protocol follows 802.11 with DCF enabled. node mobility will help carry and forward the packets which

The mobility pattern is generated similar to that of [20]temporarily reach the void zone. Intuitively, epidemic ting
but we need to model unevenly distributed traffic. We revisezkplores every possible path to the destination, and should
the software in [20] to first compute the traveling time omepresent the upper bound of the data delivery ratio. This is
each road based on the length and speed limit of the ro&ie when the data sending rate is low (e.g., when the data
and then let each vehicle select the shortest path to tfade is 0.1 packet per second), and the node density is low.
destination. Thus, roads with high speed limit are chos¢h wiHowever, as the data sending rate increases, the epidemic
higher probability, which generates uneven traffic den3ibe routing protocol underperforms most VADD protocols. This
initial distribution follows the traffic density distribion of is due to MAC layer collisions. As the number of data
the original map (i.e. more crowded roads are deployed witbquests increases, the network traffic dramatically ase in
relatively more vehicles and less interspace between heic epidemic routing (see Figure 12), thus increasing the numbe
Then, each vehicle randomly chooses one of the intersectiincollisions and reducing the packet delivery ratio. At mor
as its destination, and moves along the road to this destiensely deployed network as Figure 9(b), the delivery ratio
tion. Immediately after it arrives the destination, the ieh the epidemic protocol drops even faster. While the epidemic
randomly selects another intersection as the next deistimatrouting is very sensitive to the data rate and nodes density,
and moves towards it. The TIGER database contains road type VADD protocols, particularly H-VADD, steadily hold the
information for each road, and we assign the speed limit (26lose-to-optimum delivery ratio at different settings.
75 miles per hour) to each road based on the road type inforFigure 9 also compares several VADD protocols. Among
mation, for example, 20 mile/hour for unseparated downtowthem, the H-VADD protocol has the benefits of both L-VADD
streets, and 75 miles/hour for highways. The vehicles ¥olloand D-VADD, presenting the best delivery ratio. As discdsse
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Fig. 9. Data delivery ratio as a function of the data sendatg r

in the previous section, loop detection prevents some packeuting loops instead of congestion using the 150-nodangett
from being sent to the loop vulnerable neighbors, whicRouting loops only occur at some particular time intervals.
reduces the chance of using some valid good paths. HoweWhen the data sending rate is high, more packets are buffered
with a high vehicle density, intersection routing loops du n and delivered before a routing loop occurs. Since the number
occur frequently, and the L-VADD (loop-free) protocol doesf dropped packets due to routing loops does not change too
not need to exclude too many innocent nodes to recover franuch, but the total number of delivered packets increases as
the loop, and its delivery ratio becomes higher. the data sending rate increases, the percentage of datatpack
drops becomes lower when the data sending rate increases.

055 ' ' ' L-VADD (with 100p) 3¢

0.5 kx L-VADD (Iog_ril-geDeD) ? 1 B. The Data Delivery Delay
L T ><>< H-VADD {4 ] In this section we compare the data delivery delay from
g 04r >< 77777777 T moving vehicles to fixed sites using carry and forward
% o 7 schemes. Here, we do not consider DSR since its data delivery
% 03 r T ratio is too low. Similarly, we do not consider the L-VADD
S 0251 T protocol due to its low delivery ratio compared to the D-
;?j 02 1 VADD protocol. Note that a low delivery ratio may reduce
o 015F 8 the average data delivery delay since most undeliveredspsick

0.1 . may experience long delay. This is especially true in the

0.05°F~ jreszizant . DSR protocol, which only forwards packets through wireless

0 L L L communication whereas other carry and forward protocsts al

01 02 03 04 05 06 07 08 09 1
Data sending rate

Fig. 10. Percent of data packets dropped due to routing loopsAC layer
packet collisions (150 nodes)

rely on the vehicle movement.

Figure 11 shows the change of the data delivery delay by
increasing the data sending rate. Epidemic routing present
the optimum delivery delay only when the data rate is very

The L-VADD (with loop) protocol has the lowest datadow. As the data sending rate increases, the delay of the
delivery ratio among the VADD protocols, and performepidemic routing scheme also increases, because epidemic
especially poor when the node density is low, since routiiguting generates many redundant packets. As the traffic
loops frequently happen and lead to packet drops. Figure [b@d increases, many packets may be dropped. Even though
compares the percentage of the data packet dropped dud¢hte redundant copies can help deliver the packet, the delay
TTL or MAC layer collision at a 150-node setting. As carincreases. GPSR has relatively low data delivery delayvat lo
be seen from the figure, three VADD protocols (L-VADDnode density (Figure 11(a)), but it is not meaningful simply
D-VADD, and H-VADD) have similar percentage of packebecause of its low delivery ratio. A valid comparison is when
drops. Compared to these VADD protocols, the L-VADD (witthe GPSR protocol, the epidemic routing protocol, and the
loop) protocol has a much higher packet drop rate; i.e., abo/ADD protocols have similar delivery ratio, e.g., at datéera
5 times higher. Figure 10 also verifies the effectiveness bélow 0.4 in Figure 11(b). In this case, GPSR shows much
the routing loop detection mechanism used by the loop-frEmger delivery delay because it does not consider the leshic
L-VADD protocol. traffic pattern when making decisions.

From the figure, we can also see that the dropping rate of theThe H-VADD protocol presents similar delivery delay as
L-VADD (with loop) protocol is reduced as the data sendinthe D-VADD protocol when the vehicle density is low, since
rate increases. The is because most packets are droppeal diterélies more on D-VADD for loop recovery because of more
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Fig. 11. Data delivery delay as a function of the data sendatg

routing loops. When the vehicle density is high, the delay 10000
of the H-VADD protocol is lower than that of the D-VADD =
protocol, but close to that of the L-VADD protocol. This shew
that it behaves more like the L-VADD protocol, but has bette
packet delivery ratio than the loop free L-VADD. These réesul
verify that H-VADD effectively captures the advantages of
both L-VADD and D-VADD.

The delivery delay is affected by the delivery ratio. Someg )
extreme long-delay packets may greatly increase the me5§1 100"
value, and the average delivery delay generally becomes

o
[S]
Q
2]
Ig

o

d

1000

generate!

R
L-VADD (Loop-free) —+—
L-VADD (with loop) ---><---

smaller when less packets are successfully delivered. o tf VA é
delivery delay of H-VADD appears to be larger than than? Epidemic — A-—
some other VADDs simply because it delivers more packets. o C GPSR (with buffer) -
To better study the delivery delay, we examine the “The ldwes 01 02 03 04 05 06 07 08 09 1

75% delivery delay”, which is the average delay of the lowest Data sending rate

75% packets. As shown in Figure 11(c), the delay of H-VADRjy 15 The number of packets generated
is only half of D-VADD. It is similar to L-VADD because it
behaves more like L-VADD when the node density is high.

For the VADD protocols, L-VADD (with loop) has the
highest overhead due to loops whereas all the other VADD

C. Data Traffic Overhead
. ] protocols have about the same low overhead. Compared to
In this section, we evaluate the overhead of the carpy.\app,

and forward protocols by using the number of data packets

generated per second, which is a summation of individual )

packet-hops. For example, if a generated packet is forwiarde: The Impact of Data Packet Size

10 hops, the packet overhead is counted as 10 packet-hop&igure 13 illustrates the impact of data packet size on the
The control packets are not included. The reason is thagrformance of the GPSR protocol, the epidemic routing pro-
the proposed VADD protocol is essentially a location-basedcol, and the VADD protocols. Since all the VADD protocols
routing protocol and it does not require any more contralre affected by the data size in similar way, we choose H-
packets than other location-based routing protocols. AD® VADD to represent the VADD protocols in the comparison.
protocols and GPSR require the same number of conttarger packet size consumes more bandwidth and generates
messages which are the beacon messages to report the modes contention for the limited wireless channel. As shown i
location. The control message overhead depends on therbedeigure 13(a), the total injected data traffic using the epide
interval, which is set to 0.5 sec for all the evaluated protec protocol increases much faster than GPSR and H-VADD. We
Thus, in VADD protocols and GPSR, each node generategentionally choose the setting at a very low data sending
the same amount of control traffic regardless of the datate (0.1 per second), where the delay of the epidemic rgutin
rate, topology and mobility. All results shown in this secti is close to H-VADD, and the delivery ratio is slightly better
are based on the 210-node deployment scenario. Figurethdn H-VADD at the starting size (10 Bytes) due to the help
shows the generated packet overhead as a function of the adtéarge amount of redundant packets. The delivery ratio of
sending rate. As the data sending rate increases, the nuntherepidemic routing protocol drops much faster than the H-
of packets generated by all protocols also increases. HaweWADD protocol as the data size increases (see Figure 13(b)).
the increasing trend is different. The overhead of epidemis shown in Figure 13(c), the delivery delay of the epidemic
routing increases much faster than other protocols dueeo frotocol increases dramatically as the packet size inessdise
redundant packets generated. to the congestion caused by the huge traffic load. The delay
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Fig. 13. Impact of data packet size

of the GPSR protocol slightly decreases as the packet sizén Equation 4, if P — F is ann x n invertible matrix,

increases since some long delay packets are dropped. Fiidm— E) - X = —D has a unique solution given h¥ =
the figure, we can also see that the H-VADD protocol has tti& — E)~! - —D. The rest of this section will prove that the
lowest data delivery delay for different data sizes. matrix P — F used in Section II-C is invertible.

It is important to relate the matri’ — F to real road
networks to further illustrate the properties &f— E. The
matrix E is simply ann x n identity matrix. Then x n

Many researchers and industry players believe that tfatrix P describe_s the system \_/vivln dirgctio_nal ro_ads. Note
benefit of vehicular networks on traffic safety and many’at one road with two opposite traffics is defined as two
commercial applications [1] should be able to justify thdifferent directional roads in our model. Each row &f
cost. With such a vehicular network, many data delive _pre;ents a d|rect|ongl road, and each column represents a
applications can be supported without extra hardware codectional road. Most importantly, the number in tie row
However, existing protocols are not suitable for suppgrtiRd jth column of P (called theijth element and written
delay tolerate applications in sparsely connected vehicuf/) represents the probability of choosing roads the next
networks. To address this problem, we adopted the idea8fd 0 forward a packet, given that the packet is currerly o
carry and forward, where a moving vehicle carries the pack@2d?- Let p;; denote theijth element in the matri¥® — £,
until a new vehicle moves into its vicinity and forwards th&€ following three properties of — £ are useful in proving
packet. Different from existing carry and forward soluowe Theorem 2. .
make use of the predicable vehicle mobility, which is lirdite ProPerty 1: Diagonal Property
by the traffic pattern and road layout. We proposed several
vehicle-assisted data delivery (VADD) protocols: L-VADD;
VADD, and H-VADD based on the techniques used for road Proof: If a packet is currently carried on road the next
selection at the intersection. Experimental results skiotvat road to forward the packet cannot be itself. So the prokigbili
the proposed VADD protocols outperform existing solutionsf selecting itself as the next road is 0. Therefore, in the
in terms of packet delivery ratio, data packet delay anditrafmatrix P, Py, = 0, for eachk = 1,--- ,n. The values of
overhead. Among the proposed VADD protocols, the H-VADEhe diagonal elements iR — E are
protocol has much better performance.

As future work, we will design protocols for query data Pkk = P —1=0—1=—1, foreachk =1,---,n.
return. This is different from the previous data delivery -

protocol since the destination is moving. Simple solutions Property 2: Row Property - There exists at least one
can be based on the predictable vehicle mobility. By adding, . in ' P — E such thatp,, — 0, for each k —

the moving trajectory into the query packet, the informatiol’ ... ,nandk # r. Besides these rows, all the other rows
server attaches the moving trajectory with the query reply. satisfy>" Do = 1

; ; A k=1,k#r Pr'k = L
Intermediate vehicles that delivering the query reply seted Proof: Let's first examine the matri. Since we assume
calculate the destination position, and deliver the queplyf 1,6 gestination area is either within one intersection avea
to that po_smon. We will design _and evaluate Sl_JCh protoco{Jﬁ the middle of the road connecting two intersections, we ca
and investigate other better solutions. Also, cachingrepies (g 4t jeast one road which directly leads to the destination

[21], [22] may also be applied to VANET to reduce the queny it oyt via any intermediate intersections). Let's chibtroad

delay. r. When a packet is already carried on the read will not
APPENDIX: Proof of the Linear Equation be forward(_a_d to any other road exc_ept the destination. Thus
System the prqbab|l_|ty of the packet reaching any other road from
roadr is 0, i.e. P, = 0, for eachk = 1,--- ,n andk # r.
THEOREM 2: The linear equation system given by EquaVhen the packet is on a road which does not directly lead to
tion 4 has a unique solution. the destination (named), it may be forwarded to any of the

V. CONCLUSIONS ANDFUTURE WORK

pre = —1, foreachk =1,---  n.
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roads directly connected with the current road with certa{Property 1), and the sum of the absolute values of the off
probability, and the summation of the probabilities of leindiagonal elements is less than or equal to 1 (Property 2).
forwarded to all these roads }5,_, ;. .,, Prx = 1. Further, the transformation from the mati#x- £ to the matrix
Apparently P and P — E have exactly the same elementsi eliminates some columns; and the eliminated columns
except the diagonal elements. Therefore, the above prepertepresent the roads which directly lead to the destinafon.
are also hold for the matri¥’ — E. The Row Property of simplicity, suppose only one columnis eliminated inP — E,
P — E is proved. m thusroadj is the only road directly leading to the destination.
Property 3: Column Property - At any column of the Since there must exist at least one other rbéassume < j,
matrix P — E, the elemenpy.. is either 0, or a positive value without loss of generality), which does not directly leadhe
less than or equal to 1, for eadh=1,--- ,n and k # c. destination, but chooses rogdwith certain probabilityP;;
Proof: In the matrix P, the value of the elemenP,. (P;; # 0) as the next road to forward the packet (otherwise
describes the probability of roadto be chosen as the nextthe packet cannot reach the destination when it is on ipad
road to forward the packet, when the packet is currently @inceF;; is equal to the elemempt; in the matrixP— E, when
road k. When roade is not directly connected to road it is columnj in P—E is eliminated, the sum of the absolute values
impossible for road to be the next road to forward the packebf the off diagonal elements in rowis reduced, and becomes
after roadk, so P is equal to 0. Otherwise, the packet mayess than 1. So we find one rawn the new(n —1) x (n—1)
be forwarded to road immediately after passing rodd and matrix A satisfying
the probability is apparently a positive value less thancurad

—1
to 1. [
Again, sinceP and P — E have exactly the same elements jais| = 1> ; ik
except for the diagonal elements,. is equal toP;., which ki
is either 0, or a positive value less than or equal to 1, Wh¢{hen more than one columns are eliminated, this property
k#c. B canbe proved similarly. Therefore, the matrxs diagonally

Let’s first simplify Equation System 4 by eliminating all they;minant.

equations with the form LEMMA 2: The matrix4 is an irreducible matrix.

—z; = —d;. Proof: Since P — E is generated based on the real roads
in a given non-partitioned area, all the roads are reachable
from one to another. Thus for any two roa@nd j, a packet

The equation of this form corresponds to one row ved®pr

in P with p;; =0 (j = 1,---,n), which represents the road.,, g\ways be routed fromto j with certain probability. The
directly leading to the destination. We simply substitute:a oy exception occurs when the packet is already on the road
for d; in these equations i’ — E, and call the simplified yj-ac4y jeading to the destination, and it is impossiblegach
newm xm (certainlym < n) matrix asA. ApparentlyA still 5y other road. However, after we eliminate these roads-in
holds the above three propertiesot- £/, because this simple 1 "3 transform the matrix td, this exception does not exist
transformation does not change any of the above properties., pecause all the roads directly leading to the destination
Also, sinceA is reduced fromP°— I only by using elementary e ejiminated. Therefore the probability of the packetedu
row operations, to provel to be invertible is equivalent to y.veen any pair of roadsand j is not zero. Suppose the

proving 1_ ) Eto bglmvemble. ) ) . packet is routed via the road sequence,,, rk,, " ,Tk., ]
1 2 El
A sufficient condition to guarantee a matrix to be mvemblqhe probability of following this sequence is

is that this matrix is diagonally dominant and irreducible.

DI_EFINI'_I'ION 1: A matrix Q. xm IS said to be diagonally Qify X Gy by X o0 X G,
dominant iff, for every row (or column), the sum of the
absolute values of the off diagonal elements is never greatéhich is not zero. Thus the matrit is irreducible. [
than the absolute value of the diagonal element, and at leasbince the matrix4 is both diagonally dominant and irre-
there is one row in  such that: ducible, it is invertible. We conclude that the matifix— F
m is also invertible, and the linear equation system shown in
|qis| > Z |k Equation 4 has a unique solution.
K
DEFINITION 2: A matrix Q,,xm iS said to be irreducible ACKNOWLEDGMENT

iff, for any row indexi and column indeyj, there is always
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LEMMA 1: The matrixA is a diagonally dominant matrix.
Proof: Since Property 1, 2 and 3 are held i all the
values of the diagonal elementsihare equal td —1 = —1
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